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FIG. 2: Mean inspiral horizon distance as a function of mass for the three gravitational wave detectors H1, L1 and V1 during

S6-VSR2/3. The error bars on the curves extend from one standard deviation below to one standard deviation above the mean.

TABLE I: Parameters used in the computation of the spectral density.

FINDCHIRP parameter [4] S6 low-mass VSR2-3 low-mass representative spectra

sample rate (1/∆t) 4096 Hz 4096 Hz 16384 Hz

data block duration (Tblock) 2048s 2048s 2048s

number of data segments (NS) 15 15 1023

data segment duration (T ) 256s 256s 4s

stride (∆) 524288 524288 32768

I gives a list of parameter names and symbols, which are the same names and symbols used in [4]. The second
and third columns gives the values of these parameters used in S6/VSR2-3 CBC searches. These parameters can be
used to reproduce the inspiral horizon distance data accompanying this note. The fourth column gives the values
of the parameters used to compute the representative spectral density curves shown here. In making our choice of
parameters for computing representative spectra, we sacrificed frequency resolution (∆f = 1/T ) for PSD accuracy
(which increases with NS).

One potential pitfall with using these spectra is that the choice of representative PSD for a detector is not obvious.
Here we illustrate the degree to which our choice of using the mode affected the chosen PSD. We compare the spectra
for H1 corresponding to times when H1 operated near its mode to times when it operated near its mean and maximum
of its inspiral horizon distance distribution. In Table II, we provide a quantitative summary of the low-mass inspiral
horizon distance distributions for a 1.4–1.4M⊙ binary given in Mpc. We see that the horizon distance varies by roughly
10% between its mode and mean. This suggests that spectral density curves from a detector’s most common sensitivity
(mode) may differ significantly from the spectral density of a detector’s “average” performance. To illustrate this
point, we plot in Fig. 4 three spectra for H1 from different times in S6.

All of the data used here have been computed using the final version of calibration used in the CBC searches. Note
that the noise spectra presented here are subject to systematic uncertainties associated with the strain calibration.
These uncertainties can be up to ±15% in amplitude. For more detail, see references [10, 11].
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Implication for binary mergers 
•  Post-Newtonian waveform 

 
 followed by numerical merger/ringdown 

•  Expected signal to noise ratio  
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Figure 2. Solid line shows the sum of likelihoods for the mass measurements
of the 16 black holes in low-mass X-ray binaries. Note that because of the high-
mass wings of the individual likelihoods, the shape of their sum is artificial at the
high-mass end. The dashed and dotted lines show the exponential and Gaussian
distributions, respectively, with parameters that best fit the data (see Section 4).
(A color version of this figure is available in the online journal.)

exponentially decaying mass distribution with a cutoff given by

P (M;Mscale,Mc) = exp(Mc/Mscale)
Mscale

×
{

exp(−M/Mscale) , M > Mc
0 , M ! Mc

.(9)

This choice of the mass distribution is motivated by theoretical
expectations based on the energetics of supernova explosions,
as well as the density profiles and mass distributions of pre-
supernova stars. The typical value of the mass scale is expected
to lie in the range Mscale ∼ 5.5–9 M$ (as we infer from the
various figures in Fryer & Kalogera 2001), whereas the cutoff
mass is simply expected to be the maximum neutron-star mass.
Our goal is to find the values of the mass scale Mscale in the
exponential and the cutoff mass Mc that maximize a properly
defined likelihood and to estimate their uncertainties. We will
show below that the particular choice of the functional form of
the mass distribution does not affect the main conclusions of the
paper.

In Section 3, we calculated, for each observed black hole, the
probability Pi(data|M), which measures the chance of making
a particular observation if the black hole has mass M. What
we want to calculate here is the probability P (Mscale,Mc|data),
which measures the likelihood of the parameters of the black
hole mass distribution, given the observations. Using Bayes’
theorem, we can write this as

P (Mscale,Mc|data) = C2P (data|Mscale,Mc)P (Mscale)P (Mc) ,
(10)

where C2 is the normalization constant and P (Mscale) and P (Mc)
are the priors over the values of the mass scale and cutoff mass.
We assume a flat prior over the mass scale between Mscale = 0
and a maximum value Mscale = Mmax, i.e.,

P (Mscale) =






0, Mscale ! 0
1

Mmax
, 0 < Mscale ! Mmax

0, Mscale > Mmax .
(11)

The upper limit Mmax is imposed mostly for computational
reasons and does not affect the results. We also adopt a similar

Figure 3. Parameters of an exponential black hole mass distribution with a low-
mass cutoff. The cutoff mass is well above theoretical expectations, indicating a
sizable gap between neutron-star and black hole masses. Furthermore, the mass
scale in the exponential is significantly smaller than theoretical expectations.
(A color version of this figure is available in the online journal.)

prior over the cutoff mass between the maximum neutron-star
mass, which we set to 2 M$, and the minimum well-established
mass measurement for a black hole. As will be evident from
the results, the particular choice of this range does not affect
the measured parameters. We also repeated this analysis with
logarithmic priors in the two parameters and found that the
results are insensitive to the choice of priors.

In Equation (10), the quantity P (data|Mscale,Mc) measures
the chance that we make a particular set of observations for the
ensemble of black holes, given the values of the parameters of
the mass distribution. We need now to estimate this quantity,
given the likelihoods for the individual sources. We will assume
that each measurement is independent of all the others, so that

P (data|Mscale,Mc) =
∏

i

∫
dMPi(data|M)P (M;Mscale,Mc) .

(12)
Combining this last equation with Equation (10) we obtain

P (Mscale,Mc|data) = CP(Mscale)P (Mc)
∏

i

×
∫

dMPi(data|M)P (M;Mscale,Mc),

(13)

where C is the overall normalization constant.
We show in Figure 3 the 68% and 95% confidence contours

of the mass scale and cutoff mass that best describe the
observations and compare them to the theoretical expectation.
The lack of black holes below ∼5 M$ and the rapid decline
of the exponential distribution at the high-mass end are both
remarkable (see the dashed line in Figure 2). The latter result
is not at odds with the relatively high mass of GRS 1915+105
because of the wide and shallow mass probability distribution
of this source.

In order to explore whether the small number of sources
with very well-determined masses dominate this result, we did
the following test. We repeated the calculation using the mass
functions and constraints on the mass ratios for all sources

X-ray  
observations 
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•  Localization overlaps M31 
(at 770 kpc) 

•  No GW signal observed 
•  Exclude NS-NS and  

NS-BH merger in M31 with 
99% confidence 

•  Indirect support for 
hypothesis of soft gamma 
repeater in M31 
Abbott et al. ApJ (2008) 

Inter-Planetary Network 
3-sigma error region from  
Mazets et al., ApJ (2008) 
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ABSTRACT

We present the results of a LIGO search for gravitational waves (GWs) associated with GRB 051103,
a short-duration hard-spectrum gamma-ray burst whose electromagnetically determined sky position
is coincident with the spiral galaxy M81, which is 3.6Mpc from Earth. Possible progenitors for short-
hard GRBs include compact object mergers and soft gamma repeater (SGR) giant flares. A merger
progenitor would produce a characteristic GW signal that should be detectable at the distance of
M81, while GW emission from an SGR is not expected to be detectable at that distance. We found
no evidence of a GW signal associated with GRB 051103. Assuming weakly beamed γ-ray emission
with a jet semi-angle of 30◦ we exclude a binary neutron star merger in M81 as the progenitor with a
confidence of 98%. Neutron star-black hole mergers are excluded with > 99% confidence. If the event
occurred in M81 our findings support the hypothesis that GRB 051103 was due to an SGR giant flare,
making it the most distant extragalactic magnetar observed to date.
Subject headings: gamma-ray bursts – gravitational waves – compact object mergers – soft gamma-ray

repeaters

1. INTRODUCTION

GRB 051103 was a short-duration, hard-spectrum
gamma-ray burst (GRB) which occurred at 09:25:42
UTC on 3 November 2005 (Hurley et al. 2010) and was
possibly located in the nearby galaxy M81, at a distance
3.63±0.14Mpc from Earth (Golenetskii et al. 2005; Dur-
rell et al. 2010). A preliminary quadrilateral error box
obtained by the third interplanetary network of satellites
(IPN3) was consistent with a source in the M81 group
(Golenetskii et al. 2005). The refined 3-σ error ellipse,
shown with a solid black line in Figure 1, has an area of
104 square arcminutes, and excludes the possibility that
the GRB’s source was the inner disk of M81 (Hurley et al.
2010). The location of the progenitor of GRB 051103 is,
however, consistent with the outer disk of M81.
Two other galaxies are noted to lie within the original

error box: PGC028505 (distance estimated at 80Mpc,
Lipunov et al. (2005)) and PGC2719634 (distance un-
known). PGC2719634 lies on the 18% confidence con-
tour of the refined ellipse and constitutes a plausible
host galaxy. PCG028505, however, lies on the 0.03%
contour and is unlikely to be the host. Furthermore,
PGC028505 was observed in the R and V bands but
no evidence for brightening due to an underlying tran-
sient source was found (Klose et al. 2005) and it is not
thought to be a plausible host of GRB 051103 (Hurley
et al. 2010; Lipunov et al. 2005). Observations of the
original quadrilateral error box in optical and radio con-
cluded that GRB 051103 was not associated with any
typical supernova at z � 0.15 (Ofek et al. 2006). None
of the known supernova remnants in M81 fall within the
refined elliptical error region.
The progenitors of most short duration GRBs are

widely thought to be the coalescence of a neutron star-
neutron star (NS-NS) or neutron star-black hole (NS-
BH) binary system (see, for example, Nakar 2007 and

Fig. 1.— The central region of the M81 group, showing the origi-
nal error trapezium (red dashed line) from the IPN and the refined
3-σ error ellipse (solid black). The blue boxes are the regions stud-
ied in the optical. Figure from Hurley et al. (2010) Copyright (c)
2010 RAS.

references therein). With the right combination of bi-
nary masses and spins, the neutron star matter is be-
lieved to be tidally disrupted leading to the formation
of a massive torus. Accretion of matter from this torus
onto the final post-merger object leads to the formation
of highly relativistic outflows along the axis of total angu-
lar momentum of the system (e.g., Setiawan et al. 2004;
Shibata & Taniguchi 2006; Rezzolla et al. 2011). Internal
shocks in the relativistic jet give rise to the prompt γ-ray
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Fig. 2.— Exclusion confidences for the two classes of compact
binary coalescences considered in the matched-filter analysis as
a function of jet semi-opening angle and assuming a distance of
3.63Mpc to GRB051103. The estimate is based on simulations
where neutron star masses are Gaussian distributed with mean
1.4M⊙ and standard deviation 0.2M⊙. Black hole masses are
also Gaussian distributed with mean 10.0M⊙ and standard devi-
ation 6.0M⊙. The reduced confidence below 30◦ is purely due to
numerical corrections for limited simulation size.
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Fig. 3.— 90%-confidence exclusion distance as a function of jet
semi-angle for binary coalescences, given LIGO observations at the
time of GRB 051103.

jet semi-angle of θjet = 30◦, exclusion confidence rises
to 98%. NS-BH mergers with isotropic emission are ex-
cluded at 93% confidence, rising to > 99% for θjet = 30◦.
To address how far we can exclude binary coalescences

if GRB 051103 was not in M81, figure 3 shows the
distance at which we reach 90% exclusion confidence
as a function of jet semi-angle. Assuming unbeamed
emission, NS-NS mergers are excluded with 90% con-
fidence out to a distance of 2.1Mpc, rising to 5.2Mpc
for θjet = 30◦. The corresponding distances for NS-BH
coalescences are 5.3Mpc and 10.7Mpc, respectively.
The increase in exclusion confidence for smaller jet an-

gles is due to the fact that the average amplitude of the
GW signal from compact binary coalescence is smaller for
systems whose orbital plane is viewed ‘edge-on’ (where
the detector receives the flux from just one GW polariza-
tion) than for systems viewed ‘face-on’ (where the detec-
tor receives the flux from both GW polarizations); small
jet angles imply a system closer to face-on.

3. SEARCH FOR A GW BURST

3.1. Search Methods

We perform two searches for a GW burst associated
with GRB 051103. As discussed previously, there is evi-
dence that a fraction of short GRBs are caused by nearby
magnetar flares, so we perform a search tailored to the
expected GW signal arising from such a flare. Addition-
ally, we perform a search for a generic GW burst in the
time around the GRB.
The Flare pipeline (Kalmus et al. 2007; Kalmus 2008)

targets neutron star fundamental mode (f -mode) ring-
downs as well as unmodeled short-duration GW signals.
It has been used previously to search for GWs associated
with Galactic magnetar bursts including the December
2004 giant flare from SGR 1806−20 (Abbott et al. 2008b,
2009c; Abadie et al. 2011). As in the previous mag-
netar searches, we use an on-source region of [−2,+2] s
about the GRB 051103 trigger, and an off-source region
of 1000 s on either side of the on-source region to estimate
the significance of on-source events.
Flare produces a time-frequency pixel map from the

conditioned and calibrated detector data streams in the
Fourier basis, groups pixels using density-based cluster-
ing, and sums over the group to produce events. The
data from each of the two detectors is combined by in-
cluding detector noise floor measurements and antenna
responses to the source sky location as weighting factors
in the detection statistic. We divide the search into three
frequency bands: 1–3 kHz where f -modes are predicted
to ring; and 100–200Hz and 100–1000Hz where the de-
tectors are most sensitive. In the f -mode band we use a
Fourier transform length of 250ms, which we find to be
optimal for f -mode signals expected to decay exponen-
tially with a timescale τ in the 100–300ms range (Benhar
et al. 2004).
The X-Pipeline analysis package (Sutton et al. 2009)

searches for generic GW bursts in data from arbitrary
networks of detectors. X-Pipeline was previously used
in the search for GW bursts associated with GRBs in
LIGO science run 5 and Virgo science run 1, in 2005–
2007 (Abbott et al. 2010). Since the analysis is not based
on a specific GW emission model, we keep the search
parameters broad to allow for a generic GW burst. In
particular, we define our on-source region as the interval
[−120,+60] s around the GRB trigger; this conservative
window is large enough to accommodate the time delay
between a GW signal and the onset of the gamma-ray sig-
nal in most GRB progenitor models. We use 1.5 hours
of data on either side of the on-source region as the off-
source region for background characterization. The fre-
quency band of the X-Pipeline search is 64–1792Hz.
X-Pipeline combines the data streams from each de-

tector with weighting determined by the sensitivity of
each detector as a function of frequency and sky posi-
tion. This yields time-frequency maps of the signal en-
ergy in each pixel. Candidate GW events are identified
as the loudest 1% of pixels in the map. Each is assigned a
significance based on its energy and time-frequency vol-
ume, using a χ2 distribution with two degrees of free-
dom. These candidates are then refined by comparing
the degree of correlation between the H2 and L1 data
streams, rejecting low-correlation events as background.
Surviving events are ranked by their significance, then
each is assigned a false-alarm probability by comparison
to events from the off-source region.

Abadie et al. 1201.1163 

•  Localization overlaps M81 
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•  No GW signal observed 
•  Exclude binary merger progenitor 
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Figure 2. Lower limits on distances at 90% CL to putative NS–NS and NS–BH
progenitor systems, as listed in Table 2 and explained in Section 3.2.
(A color version of this figure is available in the online journal.)

statistics from the injection trials have the largest effects. We
multiplied exclusion distances by 1.28 × (1 + δcal), where δcal is
the fractional uncertainty (10% for H1 and H2; 13% for L1; 6%
for V1; Marion et al. 2008). The factor of 1.28 corresponds
to a 90% pessimistic fluctuation, assuming Gaussianity. To
take the counting statistics into account, we stretched the
Feldman–Cousins confidence belts to cover the probability
CL + 1.28

√
CL(1 − CL)/n, where CL is the desired confidence

limit and n is the number of simulations contained in the
(mcomp, D) bin for which we are constructing the belt.

3.3. Population Statement

In addition to the individual detection searches above, we
would like to assess the presence of gravitational-wave signals
that are too weak to stand out above background separately,
but that are significant when the entire population of analyzed
GRBs is taken together. We compare the cumulative distribution
of the false-alarm probabilities of the on-source sample with the
off-source sample. The on-source sample consist of the results
of all 22 individual searches, including those for GRBs with
known redshifts, and the off-source sample consists of 6801
results from the off-source trials. This number is lower than
22 × 324 because for some GRBs, some off-source trials were
discarded due to known data-quality issues.

These two distributions are compared in Figure 1. To
determine if they are consistent with being drawn from
the same parent distribution, we employ the non-parametric
Wilcoxon–Mann–Whitney U-statistic (Mann & Whitney 1947),
which is a measure of how different two populations are. Apply-
ing the U-test, we find that the two distributions are consistent
with each other; if the on-source and off-source significances
were drawn from the same distribution, they would yield a
U-statistic greater than what we observed 53% of the time.
Therefore, we find no evidence for an excess of weak
gravitational-wave signals associated with GRBs.

4. DISCUSSION

We searched data taken with the three LIGO detectors and
the Virgo detector for gravitational-wave signatures of compact
binary coalescences associated with 22 GRBs but found none.
We were sensitive to systems with total masses 2 M$ < m <
40 M$. We also searched for a population of signals too weak
to be individually detected, but again found no evidence. While
there are few redshift determinations for short GRBs, it appears
that the distribution is peaked around 〈z〉 ∼ 0.25 (Nakar 2007),
far outside initial detector sensitivity, so it is not surprising that
the S5/VSR1 run yielded no detections associated with short
GRBs.
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Localization 
•  Localization is primarily by triangulation 
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∼ σt

∆t
Timing accuracy 
  (2π ρ σf)-1 

Detector baseline 

LIGO-LIGO: 10 ms 
LIGO-Virgo: 27 ms 
LIGO-India: 35-40ms 
Virgo-India: 22ms 

SF, NJP (2009), CQG (2011) 

σf ~ 100 Hz, dependent on  
high frequency sensitivity  



Hanford-Livingston-Virgo 
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with LIGO India 
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Localization 
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5 detectors: Including KAGRA 
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Conclusions 
•  The era of GW astronomy is 

just around the corner 
•  There’s much more to it than 

just making detections 
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Accurate parameter 
measurement and good 
co-ordination with EM 
observers required to fully 
take advantage 
 


